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The heating in underdense plasmas produced by optical field ionization and the resulting electron energy
distributions have been calculated using Monte Carlo simulations. Though the magnitude of collisional heating
is found to be low in plasmas with densities of interest for recombination x-ray lasers, the effect of electron-ion
collisions on the shape of the electron energy distribution is important. The consequences that the calculated
energy distributions have on three-body recombination rates are found to be dramatic.
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PACS number~s!: 52.25.Jm, 32.80.Rm, 52.40.Nk, 52.50.Jm

With the current interest and research activity directed
toward producing a recombination x-ray laser from an opti-
cally ionized plasma, understanding of heating mechanisms
in an underdense plasma produced by a short, ionizing laser
pulse has become important. The recent success at demon-
strating gain in such a recombination system has added
greater impetus to studies of heating mechanisms@1,2#. A
number of previous theoretical works have addressed the
problem of heating in an underdense plasma by a short pulse
@3–6#. These works have indicated that the most important
heating mechanisms in most cases in these plasmas is above
threshold ionization~ATI ! and, to a lesser extent, collisional
inverse bremsstrahlung when the plasma ion density is above
about 1019 cm23 @5,6#. Recent experimental work has con-
firmed these predictions to some extent@7–9#. In calculating
the magnitude of the collisional heating the electron energy
distribution is often assumed to be Maxwellian@5,10#. Some
recent experimental reports, however, indicate that the as-
sumption of a Maxwellian distribution is not justified. Glover
et al. recently measured the electron energy distributions
produced by the field ionization of helium at a density of
1018 cm23 with a 616 nm 100 fs pulse@9#. Though the tem-
perature measured in this work matched calculation, the re-
sulting energy distribution within the first 50 ps after the
laser ionization was found to be non-Maxwellian.

Experimental results on the recombination time and ob-
served Lymana gain in lithium have also been inconsistent
with most calculations of the plasma heating. Fast recombi-
nation~,25 ps! of Li ionized by a 400 nm, 100 fs pulse has
been observed by Donnellyet al. @2# and gain reported on
the n52→1 transition is unusually high@1,11,12#. It has
been suggested in Ref.@11# that this behavior may be due to
the non-Maxwellian character of the electron energy distri-
bution immediately after ionization. In that work it was sur-
mised that some of the electrons produced during optical
ionization were quite cold~,10 eV! and that the rapid re-
combination and high observed gain were due to the en-
hanced recombination rate of this cold component in the
electron energy distribution. In this paper calculations of
electron heating in low density~,1020 cm23! plasmas pro-
duced by the tunnel ionization of an intense, femtosecond
laser pulse are presented in an attempt to illuminate some of
these recently reported results.

The model presented here was developed to examine the
effects of ATI and inverse bremsstrahlung on the residual
temperatures and the electron energy distributions of short
pulse produced plasmas. In this model the plasma is consid-
ered to be uniform. Consequently, no space-charge or collec-
tive plasma effects are considered. Penetrante and Bardsley
recently suggested that space-charge effects can be an impor-
tant mechanism in short pulse ionized plasmas@4#. However,
Pulsifer et al. showed that these effects are only important
for an electron densityne.0.1ncrit ~i.e., greater than about
1020 cm23! @10#, a density greater than that encountered in
most experiments and higher than the densities considered
here. The effects of stimulated Raman scattering~SRS! on
the plasma heating are also ignored in the model. It has been
shown both theoretically as well as experimentally that SRS
heating is not important for subpicosecond pulses with inten-
sity below 1017 W/cm2 @13,8,14#.

ATI heating is included in the calculation by using the
quasistatic model@3#. The ionization is taken to be by pure
tunnel ionization in a linearly polarized laser field. The ion-
ization rate equations are solved for an oscillating field with
a Gaussian pulse envelope. It is assumed that the ionization
rate is given by the static field tunnel ionization formula of
Ammosov, Delone, and Krainov@15#:
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where I p is the atom ionization potential,IH is hydrogen’s
ionization potential~513.6 eV!, va is the atomic unit of
frequency~54.131016 s21!, «0 is the laser field strength,«a
is the atomic field strength~55.13109 V/cm!, l andm are
the angular momentum quantum numbers~the rate is aver-
aged overm for a shell!, andn* is the effective principal
quantum number,n*5Z~I p/IH!21/2. When the ionization
rate becomes significant for a certain charge state, a number
of test particles are generated at the time step of ionization
with each test electron weighted according to the ionization
probability at the time in which it is born. The velocities of
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these test electrons are then calculated in the oscillating laser
field. The residual drift energy of the tunnel ionized electrons
after the laser pulse has passed is the ATI energy. The kinetic
energy gained in this quasistatic model is@3#

EATI52UpsinDf, ~2!

whereUp is the electron ponderomotive quiver energy at the
time of ionization:Up'9.3310214I ~W/cm2!@l~mm!#2, and
Df is the phase off of the peak of the oscillation at which the
electron is born. Because the tunnel ionization rate is very
nonlinear with the field magnitude, the ionization rate is
strongly peaked at a value ofDf50 and the electron energy
distribution in the absence of any collisions is peaked at a
kinetic energy of zero@3#.

The calculations described in this paper were conducted
assuming that the laser pulse is Gaussian in time. It has been
previously shown that the pulse shape can have an important
effect on the value of the residual ATI energy of the elec-
trons@6#. In particular, it was found that the rise time of the
pulse can affect the final residual drift energy of the electrons
by a significant amount, with a faster pulse rise time result-
ing in higher plasma temperatures@6#. For simplicity, how-
ever, only symmetric, Gaussian pulses are considered here
since such pulse shapes most closely approximate the actual
pulses used in most experiments involving femtosecond la-
sers@1,2,7–9#.

The effects of inverse bremsstrahlung on the test particles
oscillating during the pulse in the model are included using
Monte Carlo methods. The impact approximation for the
classical electron-ion collisions is utilized@16#. A maximum
impact parameterbmax for calculating the probability for col-
lisions is set by the requirement that a collision occur on a
time short compared with a laser oscillation,bmax5n/v. The
results were found to be quite insensitive to the actual value
of bmax chosen. As the tunnel ionization proceeds during the
laser pulse, the model generates 10 000–20 000 test par-
ticles, depending upon the atomic species and pulse peak
intensity. This number is large enough to provide good sta-
tistics for the heating collisions. The probability of an
electron-ion collision is calculated for each test particle at
each point in time during the laser pulse and a series of
random numbers determines whether a collision occurs and
the angle through which the electron is deflected if one does
occur.

In this model electron-electron collisions are ignored. In
general, this is not necessarily a good approximation in the
cold plasmas produced by optical field ionization. However,
during the laser pulse, the electrons have kinetic energy of
the order of the ponderomotive potentialUp . Therefore even
the ‘‘cold’’ electrons, those with very little random kinetic
energy, have a sizable kinetic energy~.100 eV for intensity
of above 1015 W/cm2 in a pulse with a wavelength of 800
nm!. Consequently, in the laser field the electron-electron
collision rate is lowered. We can ascertain the validity of
ignoring electron-electron collisions during the laser pulse by
considering the electron-electron collisional relaxation time.
This relaxation time is given roughly as@17#
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wherene is the electron density andkTe is the characteristic
temperature of the electrons. lnL is the Coulomb logarithm
~'4–8 for the low density plasmas considered here@17#!.
For cold electrons, in the absence of the laser field, this re-
laxation time is fast. It is approximately 200 fs for electrons
with kTe510 eV and an electron density of 1019 cm23. Dur-
ing the laser pulse, however, it is necessary to account for the
oscillatory energy of the electrons. When the intensity is
high, the electron kinetic energy is high and this relaxation
time is substantially longer. To roughly estimate the relax-
ation time we can replacekTe with the ponderomotive en-
ergyUp in Eq. ~3!. Thus in an 800 nm pulse with an intensity
of 1016 W/cm2 the relaxation time is closer to;100 ps,
much longer than the pulses considered in this work. For this
reason, the electron-electron relaxation can be ignored in cal-
culating the electron energy distributions that result immedi-
ately at the end of the laser pulse.

For the sake of illustration, the predicted electron tem-
peratures and energy distributions for 100 fs pulses~full
width at half maximum! will be considered. This closely
approximates the conditions of a number of recent experi-
ments in helium and lithium@2,7,9#. Throughout this paper
the plasma temperature is defined askTe52/3̂ E&avg where
^E&avg5*Ef(E)dE/* f (E)dE. First the calculated tem-
perature of a helium plasma produced by a 100 fs pulse
focused to 231016 W/cm2, an intensity sufficient to com-
pletely ionize helium on the rising part of the pulse, is con-
sidered. The predicted temperature of 400 and 800 nm wave-
length pulses~the fundamental and second harmonic of a
Ti:sapphire laser! as a function of ion density is shown in
Fig. 1. At an atom density below about 1019 cm3 the tem-
perature is largely determined by the single atom ATI tem-
perature, which in this case is about 10 eV for 400 nm light
and 40 eV for 800 nm light. Hence the temperature is largely
independent of density. The predicted temperature in He at a
density of 1018 cm23 ~41 eV! is in good agreement with
experimentally determined average temperature measured by
Gloveret al. in a He plasma produced with a 120 fs, 800 nm
laser @7#. Only when the atom density is above 1019 cm23

does the heating from collisions play an important role.
Above this density the temperature rises rapidly due to the
collisional heating. This rise in temperature is also in quali-
tative agreement with the measurements of Ref.@8#.

FIG. 1. Calculated temperature of a helium plasma as a function
of initial He density ionized by a 100 fs pulse focused to 231016

W/cm2, with wavelength of 400 and 800 nm.
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The role of the collisional heating at lower density, how-
ever, becomes manifest when the electron energy distribu-
tion function for various initial atom densities is considered.
Figure 2 illustrates the calculated electron energy distribu-
tions produced in a He plasma by an 800 nm, 100 fs pulse
focused to 231016 W/cm2 with ion densities of 1016, 1018,
1019, and 1020 cm23. At the lowest density, the temperature
and the distribution function are characteristic of the single
atom ATI distribution. Here, the distribution function is
strongly peaked nearE50. However, as the atom density is
increased, collisions become more important. The non-
Maxwellian character of the electron distribution evolves
into a Maxwellian distribution at the highest density of 1020

cm23 due to the increasing importance of collisional heating
of the coldest ATI electrons. The evolution toward a Max-
wellian at the highest density is also consistent with the pre-
dictions of Jones and Lee which indicated that the solution of
the electron distribution function heated by inverse brems-
strahlung in the high field limit is that of a Maxwellian@18#.
However, even at lower density, the cold electrons atE50

shift to higher energy, resulting in the intermediate distribu-
tions found at density of 1018 and 1019 cm23.

This change in the shape of the distribution is a conse-
quence of the electron-ion collisions in the laser field. In the
absence of a laser field, the electron-ion collisions are nearly
elastic and they are inefficient in altering the shape of the
electron energy distribution. However, when the laser field is
present, the electron-ion collisions couple energy from the
laser into electron thermal energy. The shift in the energy
distributions seen in Fig. 2 results from the fact that the laser
deposits energy into the colder electrons slightly faster than
it heats the hot~.100 eV! electrons. The origin of this en-
ergy shift can be seen by considering the collision frequency
@19#
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~Here the correction factor for the collision frequency in high
laser fields of Schlessinger and Wright has been used@19#.!
From this expression it can be seen that the collision fre-
quency drops as the thermal energy of the electrons rises. For
example, in a laser intensity of 1016W/cm2 and a laser wave-
length of 800 nm, the collision frequency of 10 eV electrons
is 35% higher than that of 100 eV electrons. Consequently,
at the higher density, the strong peak withE,10 eV seen in
Fig. 2 at the lowest densities moves to higher energy faster
than the hot tail.

From Fig. 2 it is clear that even when the total tempera-
ture of the plasma is not affected by collisional heating, the
shape of the distribution can be strongly affected. The results
presented in Fig. 2 for a density of 1018 cm23 appear to be in
qualitative agreement with the experimental result of Glover
et al. @9#. In their experiment they found that the heating in a
helium plasma by a 100 fs, 616 nm pulse was consistent with
ATI heating alone, in keeping with the calculations presented
in Fig. 1. The observed energy distribution, however, was
not characteristic of either a typical ATI distribution or a
Maxwellian. The calculated distribution in Fig. 2 at a density
of 1018 cm23, in fact, bears many similarities to the distribu-
tion presented in Ref.@9#, such as a more strongly peaked
shape than a Maxwellian with the peak centered around 10
eV.

The non-Maxwellian character of the calculated distribu-
tions at lower density seen in Fig. 2 can have an important
effect on the recombination rate of the plasma immediately
after creation by the laser pulse. The three-body recombina-
tion rate scales quite strongly with electron kinetic energy.
Thus the shift of the cold electrons away from the ATI peak
at E50 toward a Maxwellian distribution at a density be-
tween 1017 and 1019 cm23 will have a dramatic effect on the
recombination rate, despite the fact that the temperature of
the plasma does not change significantly. This effect will be
particularly important in the context of recombination x-ray
laser experiments recently carried out in Li@1,2#. In these
experiments, the recombination occurred on a time scale
comparable to the electron thermalization time so the shape
of the initial electron energy distribution is important. It is
therefore desirable to examine not only the plasma heating
effects in Li but to further explore the effects the non-
Maxwellian distribution has on three-body recombination.

FIG. 2. Calculated electron energy distributions for densities of
1017, 1018, 1019, and 1020 cm23 for a helium plasma produced by an
800 nm, 100 fs pulse focused to 231016W/cm2. The solid lines are
the Monte Carlo calculations and the dashed lines are Maxwellian
distributions with the same average energy as the calculated distri-
bution. All distributions have been normalized such that* f (E)dE
51.
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To do this it is necessary to calculate the rate for an arbi-
trary energy distribution. Using the principle of detailed bal-
ance and the usual Lotz formula for the electron collisional
ionization cross section for a bound electron in a state with
ionization potential,I p @20#, it can be shown that the three-
body recombination rate for an arbitrary electron energy dis-
tribution f (E) is @21#
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whereai is the constant given for the ionization cross section
in Ref. @20#, ni , is the ion density,ne is the electron density,
g is the degeneracy of the state into which the recombination
event occurs, andqi is the number of electrons in the ion’s
outer shell. For a Maxwellian distribution, given by
fMax(E)52p21/2ne(kTe)

23/2E1/2 exp@2E/kTe#, Eq. ~5! can
be evaluated analytically. The result is the well known for-
mula for the three-body recombination,
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HereE1(x) is the standard exponential integral function.
To gain insight into the effects of the calculated energy

distributions on recombination it is informative to introduce
the concept of an effective recombination temperature for an
electron energy distributionf (E). This effective temperature
is defined as that temperature at which the recombination
rate of a Maxwellian distribution with that temperature
equals the rate of the non-Maxwellian distribution in ques-
tion. Thus the effective temperaturekTe

(eff) is defined from
Eqs.~5! and ~6! as

Wrec
~Max!~kTe

~eff!!5Wrec~ f !. ~7!

To utilize Eq.~5! with the energy distributions calculated in
this work, one has to account for the fact that, due to the
quantum nature of field ionization, no electrons are actually
born with zero energy. Electrons are born with an energy of
at leastq\v2I p whereq is the minimum number of laser
photons of energy\v required to ionize the ion. The quasi-
classical model of the ATI used in the model does not ac-
count for this@3#. Therefore the lower limit of integration in
Eq. ~5! for the calculations presented below is set to
q\v2I p instead of 0 to account for this offset.

The calculated temperature as a function of density in Li
is shown in Fig. 3~a! for both 400 and 800 nm pulses. The
trend is similar to that of He with collisional heating impor-
tant above 1019 cm23. The dramatic effect that collisions
have on the electron distribution is illustrated in Fig. 3~b!
where the calculated distributions produced from the ioniza-
tion of Li by a 400 nm pulse with a peak intensity of 1017

W/cm2 are plotted for an ion density of 1017 and 1019 cm23.
The Li distribution is quite strongly peaked atE50 for the
low density distribution due to the low intensity required to
ionize the first electron~I p55.4 eV!. Using the definition of

Eq. ~7!, the effective recombination temperature for the cal-
culated energy distributions in Li for 400 and 800 nm light
are plotted in Fig. 3~a! as well. Here, the ionization potential
of the Li21 ground state~122 eV! is used in Eq.~5! to facili-
tate the derivation of numerical results, though actual recom-
bination will occur into a range of energy levels with binding
energy ranging from 0 to the ground state energy. At low
density the effective recombination temperature is much
lower than the ‘‘actual’’ temperature. While the actual tem-
perature of the Li plasma produced by 400 nm light is
roughly 60 eV at a density below 131019 cm23, the recom-
bination temperature is much lower;;15 eV at a density
,131018 cm23. The plasma produced with 800 nm pulses
exhibits a similar behavior. This result seems to be in line
with the observations of Donnelly and co-workers that the
recombination in Li ionized by 400 nm light was consistent
with an electron temperature of,10 eV @2,12#.

The effective temperature, like the actual temperature, is
set by the shape of the energy distribution at low density by
the ATI distribution. However, the effective temperature be-
gins to rise due to inverse bremsstrahlung at a lower density
than does the actual temperature. At a density of between
1017 and 1019 cm23 the high collisionality of the cold elec-
trons in the strong peak atE50 that results from ATI under-
goes more heating than the majority of the electron distribu-
tion. Thus the effective recombination temperature begins to

FIG. 3. ~a! Calculated actual and effective recombination tem-
perature as a function of density in Li for 400 and 800 nm pulses
with peak intensity of 1017W/cm2. ~b! Calculated distributions pro-
duced from the ionization of Li by a 400 nm pulse.

6738 54T. DITMIRE



rise, even at a density where the average electron energy is
not dramatically changed. This calculation indicates that
though it is possible to increase the density of the media
from 1017 to 1019 cm23 without significantly increasing the
actual temperature of the plasma, doing this may have a dra-
matic effect on the recombination rate through collisional
heating’s redistribution of the electron energy distribution.

The actual temperature of the Li plasma is much higher
for 800 nm light than for 400 nm light. This is merely due to
the Il2 scaling of the ATI heating exhibited in Eq.~2!. This
large difference in actual temperature, however, is not re-
flected in the effective recombination temperature of the
plasmas produced by the two wavelengths. The effective
temperature at 1017 cm23 for 400 nm light is only 15 eV
while that of the 800 nm pulse is nearly the same, 20 eV.
This is due to the fact that it is the cold electrons nearE50
that contribute most strongly to the recombination rate in Eq.
~5!. The electron energy distributions produced by 400 and
800 nm light both have a strong peak atE50 in a low den-
sity plasma, and both therefore have a low effective tempera-
ture.

The effect that the wavelength has on the actual and the
effective recombination temperature is shown in Fig. 4 for a
density of 1018 cm23. The actual temperature rises with in-
creasing wavelength as roughlyl2. This is due to the scaling
of the ATI heating with wavelength as discussed above. The
effective temperature~also plotted in Fig. 4!, on the other

hand, does not show the fast rise with increasing wavelength
that the actual temperature exhibits. This is due to the fact
that, though the residual temperature of the short wavelength
pulses is lower, the collisional heating of the coldest elec-
trons nearE50 has been more severe in the distribution
produced in the short wavelength pulse than in the long
wavelength pulses. The cause of this effect can be seen by
considering Eq.~4!. Due to thel2 scaling ofUp the collision
frequency is higher in laser fields of shorter wavelength.
Thus collisional heating of the cold electrons is more effi-
cient with short wavelength light. This result seems to indi-
cate that the advantage traditionally accorded to short wave-
length pulses in creating a cold plasma for fast
recombination may not be as great as simple calculations of
ATI heating suggest@3#. Note that the effective recombina-
tion temperature of light near 200 nm is roughly the same as
that at 400 nm, despite the factor of 4 increase in the actual
temperature. This may explain why experiments on the re-
combination gain in Li at 248 and 400 nm exhibit nearly the
same gain@1,2#. The calculation for a density of 1019 cm23 is
also shown in Fig. 4. The actual temperature is comparable
to that at 1018 cm23 ~except forl,400 nm!, while the effec-
tive temperature is somewhat higher over the entire wave-
length range because of greater collisional redistribution of
the electron energy function.

In conclusion, the temperature of optically ionized plas-
mas produced by high intensity 100 fs laser pulses has been
investigated by Monte Carlo simulation. The magnitude of
heating in He and Li plasmas for intensity in the 1016–1017

W/cm2 range due to inverse bremsstrahlung is found to be
unimportant for ion densities below 1019 cm23. However,
collisions are found to play an important role in determining
the shape of the electron energy distribution at density be-
tween 1016 and 1019 cm23. At low density the distribution is
characteristic of an ATI distribution; at high density the dis-
tribution evolves toward that of a Maxwellian. The shift seen
in the energy distribution has a dramatic effect on the actual
recombination rate. These simulations are in good agreement
with a number of recent experimental results and shed light
on the interplay of optical ionization and recombination in
plasmas of interest for recombination x-ray lasers.
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